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1 Vectors
1.1 Definition

Vectors are defined as mathematical quantities with both direction and magnitude.

1.2 Notation

vt A vector
@:  Unit vector (length 1)
k:  Unit vectors in x, y, z directions, respectively
(a1,a2): Point with coordinates (aj, as)
{(a1,a2): Vector given by aii + as)
P@Q: Vector between points P and Q
BP=0P=pP: Origin vector (origin as tail)
|A] = /a2 + a%:  Magnitude or length of A

1.3 Basic Operations

Let A = (a1, as), B = (by,bs), ¢ = constant. Then:

cA = {(cay, cas)
E+§: <a1—|—b1,a2—|—b2>
g—éZE—l—(—é) = (a1 — by, a9 —b2>

1.4 Dot Product
Let /YZ <CL1,CL2,CL3>, é = <b1,b2,b3>. Then

A B = a1by + asbs + asbs A-B = |A||B|cosb
L& A A=|AP
A-B =Y ab S qu
1.5 Cross Product
Let /YZ <a1,a2,a3>, é = <b1,b2,b3>. Then
e = % j ]% Az ag|» ayp ag|~ ay a3
AxB=|a; a2 a3:b2 b31+b1 bg] by b2k
bi by b3
A 1 (Ax B) L B (direction given by right hand rule)
|A x B| = |A||B|sin6 AxA=0
AxB=-BxA Ax(BxC)#(AxB)xC



1.6 Equation of Planes

N:(a,b,c> 31P _‘:0
]31:<I07yo,20> g 13-1\7=131-J\7
ﬁz(m,y72> a(x — o) +b(y —yo) +c(z —20) =0
Py, Py, Py in plane —> N = P, P, x P, P,
b
intercepts (a, 0,0), (0,b,0),(0,0,¢c) = g + ; + g =1
ar+by+cz=d = J\7:<a,b,c>

1.7 Applications

Component of A in direction of 4 Ay = A -4
Area of parallelogram with sides A and B : A = det(A4, B) = |4 x B]
Volume of parallelepiped with sides A, B,C : V = det(/i', B, C_") =A. (é X C_")

PG - N|

Distance from point P to plane : d = |J\7|

2 Matrices

2.1 Definition

An m x n matrix has m rows and n columns.

= 3 x 4 matrix

2.2 Notation

Given matrix A,

a;; = entry at row 7, column j
(ai;) = matrix composed of a;; at each entry

A = B <= corresponding entries equal
AT = transpose of A

A~! = inverse ofA

det(A) =|A|

I, = ) = n X n identity matrix



2.3 Basic Operations

cA = (ca;j)
A+ B = (a;; + bij)
A— B = (ai; — bij)
AT = (a5:)

= switch rows and columns
2.4 Properties

AB+C)=AB+ AC,(A+ B)C = AC + BC
(AB)C = A(BC)
AB # BA (generally, if defined)
det(AB) = det(A) det(B)
I,A= AI, =A (for m x n A)
AA L =A"tA=1T

2.5 Matrix Multiplication
A.B=C

mxn nxp mxp
n
Cij = airby;
k=1
Ci; = dot product of i-th row, j-th column

2.6 Determinant

Laplace expansion along first row:

a b c
d e f:ae f—b‘d f—i—c‘d ¢
g h i h 1 g 1 g h

det(A) = dot product of entries and cofactors along row

2.7 Inverse Matrices

For2x2 A,

a b -1 1 d -—b
A:[c d} = 4 _ad—bc[—c a}
For square A, det(A) # 0:

a b c a1 ai2 a13 01,1 01,2 01,3 1 1 T
d e f| = |az1 az2 a3| = |[Co1 Cha Crz| = =
g h i a: a as.: C: C: C- det(A)
3,1 3.2 3.3 3,1 3,2 3,3 Transpose of Cofactors
Matrix Minors Cofactors
Where a; ; = determinant of matrix with i-th row, j-th column deleted and C;; = =+a;; according to

checkerboard pattern:

Sign of cofactor =

+ 1+
|+
+ 1+



2.8 Linear Systems

Let A = n X n square matrix, X = n x 1 column matrix, B = n X 1 column matrix. AX = B is a linear
system of equations.

det(A) £ 0 det(4) =0
AX =0 X =0 is only solution line through origin
(homogeneous) perpendicular to each
row of A
AX =B X = A7 'B is only solution | either 0 or infinitely
(nonhomogeneous) many solutions

3 Parametric Curves

3.1 Definition

A parametric curve C' = 7(t) is the set of values of 7(¢) within a given interval of ¢ (trajectory of moving
point).

3.2 Equation of a Line

o a To + at
Line containing |yo | parallel to [b| = 7(t) = |yo + bt | = (x0, Yo, 20) + t{a,b,c)
20 c 20 +ct

3.3 Derived Quantities

. ds dr
F(t) = (2(t), y(1), 2(1)) Speed = [o] =\ = |5
Lo d Sy / ’ . 38
d(t) = 7= (2 (1), 4/ (1), 2'(1)) 7= % = dir(¥)
. o d2 - 1/ 1 1 g
a(t) = =57 = (" (8),y" (1), 2"(1)) dr _ o pds
dt dt
3.4 Parametric Vector Differentiation
g(ﬁ.ﬁ)—@-ﬁ ﬂ“@
dt ot dt
i("x“)—@x"'ﬁ-_’xﬁ
at Y T T
4 Partial Derivatives
4.1 Definition
Given a function f(z,y),
0, . flz+Azny) — flzy)
fo= %f - Alylcrgo Az

4.2 Approximation Formulae

Af =~ fo Az + f,Ay: tangent plane approximation
z— 20 = fo(x — o) + fy(y — yo): tangent plane



4.3 Gradient

VfL(S:=[f(zy)=c)
dir(V f) = dir(steepest increase)

daf X

4.4 Optimization

Critical points of f occur when V f = 6, extrema lie at either critical points or along boundary.

4.5 Second Derivative Test

Let A = fyu, B = foy = fyz, C = fyy. Then

S0 - A <0 :local max
"1A>0 :local min

AC — B* —
=0 :inconclusive
< 0 :saddle point

4.6 Total Differentials, Chain Rule

df = fadx + fydy

of . 0z Qy

Y fm% + fy%
4.7 Lagrange Multipliers

To optimize f(x,y, z) given a constraint g(z,y,z) = ¢, solve the system of equations

fz:/\gz
=)\
Vi=AVg = { T
fz:/\gz
g(z,y,2) =c

4.8 Constrained Partial Derivatives

When f(x,y,z) is subject to the constraint g(z,y,z) = ¢,
fo = formal partial (all treated independent)
of

7]
(&) = fu+ fza—z = partial with y independent, z dependent
z/, x

5 Vector Fields

5.1 Definition

A vector field F is associated with a vector valued function F(z,y,2).



5.2

Conservative Fields
F =V for some function flz,y,2)

¢ F . di = 0 for all closed curves C

F' is conservative <= — . .
fc F' - dr¥ =0 is path independent
curl(F) = 0 on a simply connected region

5.3 Potential Functions
If Fis conservative, then to find a function f representing its potential, use:

0
&R

Method 1:
(1,91,21) 231 Y1 z1
f(lfl,yhzl):/ F'df"Z/ Pdx +/ Qdy| +/ Rdz|
(a,b,c) 0 228 0 = 0 i
Method 2:
0
T = P e P s = — P —_— 5 - ‘e
f = f / dz +g(y,2) = fy 83:/ da:+ayg(yz) Q
5.4 Curl
2D Curl (scalar valued):
curl(F) =V x F = N, — M,
3D Curl (vector valued):
. gk
cwrl(F) =V x F =19, 08, 0.
P Q@ R
dir(V x F) = main axis of rotation
|V x F| = magnitude of rotation about axis
1 _,
w(n) = §|V x F|-n
5.5 Divergence
div(F)=V-F =P, +Q, + R.
5.6 Del Notation
~ e 0
o 0 0 div(F)=V-F=_—P+ —Q+
V={_(— — = ox oy
Ox’ Oy 0z A
o, 0,0 . D
grad(f):Vf:<af,af.af> curl(F) =V x F =2 8% 2
x” Oy’ Oz P O R

6 Line Integrals

integral over curve C

6.1 Definition
[ fap s =
C



6.2 Scalar Line Integrals

[ tazds = [ pa®).m0.20) \/ (;) n (fg) i (f;)th

/ f(x,y, 2)da = / Falt). y(t), 2(6)e (t)dt
C C

6.3 Vector Line Integrals

Work:/ﬁ-dfz/ﬁ-Tds:/Pdm+Qdy+Rdz
C C C

Flux:/ F - ads :/ —Ndz+ Mdy (in 2D, 7 = —(dy, —dz))
c C

6.4 Fundamental Theorem of Line Integrals

Py
F=Vf = Vf-di = f(P) — f(P) < §1§Vf-d7?:o
Py c

7 Double Integrals, Triple Integrals

7.1 Definition

// f(x,y)dA = integral over planar region R
R

// f(x,y,2)dV = integral over domain in space D
D

7.2 Iterated Integrals

Y1 z1(y)

|| t@uaa= || fasay= [ [ pasay
R R yo Jwo(y)
1 rya(e)

z// fdyda:z/ / fdydz
R zo Jyo(x)

7.3 Polar, Cylindrical, Spherical Coordinates

Polar:
x=rcosf 1= \/W
. _1(Yy\ dA=rdrdf
y=rsinf 60 =tan <7>
x
Cylindrical:
r=rcos r= \/m
y=rsinf 6 =tan"! (g> dV = dzrdrdd
x
z=1z z=2z
Spherical:

T =psingcosh p=+/22+y?+ 22
. . 1 (Y
y=psingsing 0 =tan"’ (%) dV = p? sin ¢dpdpdd
zZ = cos ¢ ¢ =tan" 1 (7)
z
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7.4 Change of Variables, Jacobian

u(z,y, z) By, 2)
— S v(z,y, 2) = dxdydz = ‘(u’v’w) dudvdw
z w(z,y, 2) o
d(z,y, 2) Tu Yu  Zu O(u, v, w) Us Uz Wo
A(u, v, w) B A A(z,y, 2) I A
Tw Yw 2w Uy Vy W,

7.5 Applications

. 1 1
Area = //RdA Weighted Average = i //R fodA = i ///V fodv
1 1
Volume = /// dVv T = —/// xddV = —/// zdV
. CM = 37 . v I,
Mass = // 0dA = /// odV Fy, = Gm/// sin ¢ cos ¢ 0 dpdpdl
R v M
Average = L // fdA = E // fdv I= // r26dA = /// r26dV
A Jlr Vv R 1%

8 Surface Integrals
8.1 Definition
| f@v2) = Jim, 3 1t 20)08

8.2 Scalar Surface Integrals

Suppose z = g(z,y). Then

[ swzias = [ f<x,y,g<x,y>)\/ (2) 4 (2) + 1daay

If S is parameterized by 7(u,v), then

J[ f@v2is = [ st o) < duds
Flux://sﬁ.ﬁdsz//sﬁ.ds;

Evaluating flux requires an orientation (choice of set of 7). For closed S, 7 conventionally points outward.

8.3 Surface Flux



8.4 Calculating dS
dS = a?sin ¢pdpdd

>

PPt =a? — { z=z(x,y) = ndS = £(—24, —2y, 1)dzdy

F(x,y,2) = . VF
2402 g2 n :iw z(—mzy(;)y) c}énds_iFdIdy
xr =a - ) z
Y dS = adodz o
7 7
. . = 1S =+ (o x =) dud
. PO A (z,y,2) =T(u,v) = 7 (8u X 61}) udv
dS =dzdy . N

N = T,y,z) = ndS = ——=dzdy
( ) I

9 Integral Theorems

9.1 Theorem Relationships

1D 2D 3D
Work | Fund. Theorem for Line Integrals | Green’s Theorem (tangential form) Stokes” Theorem
Flux Green’s Theorem (normal form) Divergence Theorem

9.2 Green’s Theorem

Statement (Tangential Form): If C is a positively oriented (counterclockwise) simple, closed, piecewise
smooth curve in R? enclosing a region R, and F is defined and differentiable on C' and R, then

ygcﬁd??://R(Nx—My)dA://Rcurl(ﬁ)%dA

Statement (Normal Form): If C is a positively oriented (counterclockwise) simple, closed, piecewise
smooth curve in R? enclosing a region R, and F is defined and differentiable on C' and R, then

yﬁc Feids = //R (M, + N, )dA = //R div(F)dA

Converse: If F is defined and differentiable on a simply connected region R C R2?, then

curl(F) = 0 = F is conservative

9.3 Stokes’ Theorem

Statement: If C' is a simple, closed, piecewise smooth curve in R3, and S is any surface with boundary
C, and F is defined and differentiable on C and S, then

ygcﬁdv?://s(vxf)ﬁdS://Scurl(ﬁ)ﬁdS

Converse: If F is defined and differentiable on a simply connected region R C R3, then
curl(F) = 0 = F is conservative

Note: To choose a compatible orientation for C' and S, use the right hand rule on C: the thumb points in
the positive direction on C, index points into S, and middle finger points in the direction of 7.

9.4 Divergence Theorem

Statement: If S is a closed surface, oriented with n outward, S encloses a region D, and F is defined and
differentiable everywhere in S and D, then

ﬁéﬁﬁdS:///D(Pw—i—Qy—i—Rz)dV:///Ddiv(ﬁ)dV
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